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ChatGPT: Generative AI



Human-In-the-Loop Learning: What and Why?

1.Data during development

2.Offline updates

3. Online updates

4. Human-Agent teaming



Gaps in Common HILL Approaches

Adaptive Trustworthy & 
Explainable

Human-centric, 
bidirectional teaming

How can we best identify and address gaps in HILL approaches to 
ensure successful implementation and long-term sustainability?



Cogment: Interoperable Micro-Service Architecture



Cogment: Interoperable Micro-Service Architecture

Trained Agents

Runners

Environments
simulations / models / digital twins

sensors / actuators

Static Agents
doctrines / heuristics / plain old AI

Humans
teammates / evaluators / mentors

Publish 
trained 
models

Scenarize 
trials

Retrieve trajectories

Observe /
Decide

Observe/ 
Decide

Observe / 
Decide

Observe / 
Decide

Design / 
Training

Validation / 
Testing

Production
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The Potential Risks of HILL

Data Scarcity

Anticipating & Understanding 
Humans

Novel Interaction Paradigms

Quick and Dirty is Difficult



The Potential Risks of HILL

https://www.theguardian.com/technology/2016/mar/24/tay-
microsofts-ai-chatbot-gets-a-crash-course-in-racism-from-twitter
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The Potential Risks Benefits of HILL

Data Scarcity

Anticipating & Understanding 
Humans

Novel Interaction Paradigms

Quick and Dirty is Difficult

Simulation & Pre-training

UX design, guardrails

Human-centered 
frameworks

Engineering-focused tools



The Incredible Benefits of HILL

Novel paradigms Outperforming humans 
or AIs alone

Framework for teamwork

Stop by Booth A60!


