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THE GOAL

Faster AI at Lower Costs
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Why It Matters

 AI Inference is majority of lifecycle cost for production LLMs. 

 KV‑cache efficiency directly affects $ / tokens.

 At scale, AI cache ≈ GPU utilization; gains translate to millions of dollars in 
annual savings for cloud and infrastructure bills. 

 

 Workshop Goal: leave with concrete patterns you can implement this 
quarter. 

 

 



4WEKA® © 2025

Workshop Agenda

1. Inference Practitioner Perspective
2. Impact of Caches in LLMs
3. Challenges
4. Implementation
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AI Inference 
Practitioner Perspective



Arthur Rasmusson

▪ Principal AI Engineer, WEKA
▪ Model Efficiency & Infrastructure 

Teams, Cohere

▪ Founding Contributor, Open-IOV.org 

▪ Co-Founder & Chief Operations 
Officer (COO), Arc Compute
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Observations from Working with LLM Production Systems

• AI Inference systems often do not incorporate a caching mechanism. 

 

• Some practitioners have opted to disable caching due to routing complexity. 
 

• Perceived challenge our routing prompts round robin and moving to cache aware routing. 
"This is too complicated"
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Impact of Caches in LLMs

▪ Faster Time To First Token (TTFT)

▪ Better token throughput cluster-wide

▪ Fewer GPUs needed to achieve overall volume of 
inference for current and future Service Level 
Agreements (SLAs) 

▪ More consistent Quality of Service (QoS) 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Top Challenges



Challenges in Production 
Systems

▪ Slow Time To First Token (TTFT) for 
complex workloads and long context 
cache.

▪ Significant periods of under-utilization.

▪ Cache Hotspots often leave other 
inference systems under-utilized
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Implementing 
Caching Algorithms
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Implementation

▪ Providers often think implementing cache aware routing is difficult, and they're right! 
(PagedAttention over RDMA eliminates challenges by distributing KV cache when and 
where it's needed so you don't have to think about routing).

 

▪ Even with cache aware routing there are challenges.
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How It Works
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What To Expect
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Insights from Our Labs
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7,528.53% faster Time to First Token (TTFT) 
in multi-round QA with Llama-3.1-70B at FP16
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7,528.53% faster Time to First Token (TTFT)
in multi-round QA with Llama-3.1-70B at FP16
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2984.65% faster Time to First Token (TTFT) 
in multi-round QA with Llama-3.1-70B at FP8
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2984.65% faster Time to First Token (TTFT) 
in multi-round QA with Llama-3.1-70B at FP8 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Best Practices

▪ Test TTFT before implementing caching software.
▪ Add caching software into inference stack.
▪ Measure TTFT performance after implementation.
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Factors to Consider

▪ Which inference server are you using (vLLM, TensorRT-LLM)?
▪ What kind of fabric is available (RDMA, or non-RDMA)?
▪ Which kinds of accelerators (NVIDIA GPUs, AMD GPUs, Tenstorrent 

Blackhole, Intel Gaudi?)
▪ Use of NVIDIA NIM?
▪ Which routers are involved if any (Dynamo+NIXL, Triton)?
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How to Start

▪ Start out with a test cluster.
▪ Measure results with POC.
▪ Plan staging cluster rollout.
▪ Schedule rollout during off-hours.
▪ Measure stability of staging cluster over a pre-determined stability 

window.
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How to Start

▪ Plan production rollout.
▪ Train on-call production support staff (infrastructure team) on inference 

stack.
▪ Roll out during off-peak hours.
▪ Measure production efficiency gains.
▪ Publish a case study.
 

 

 

 
  



Key Takeaways

▪ AI algorithms are designed for isolated 
environments, not those that operate at 
scale.

▪ AI Inference at Scale is challenging but 
needs of practitioners are easy to address 
with the right techniques.

▪ TCO/ROI objectives can't be solved with 
throwing more compute at the problem. 
You can solve inference SLAs with orders 
of magnitude less expensive 
infrastructure.
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Learn How to 
Maximize Your AI
Token Production

←

THANKS FOR YOUR TIME
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2984.65% faster Time to First Token (TTFT) 
in multi-round QA with Llama-3.1-70B at FP8

  

WEKA's Latest Open-Source Contributions 
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WEKA's Latest Open-Source Contributions

  

7,528.53% faster Time to First Token (TTFT)
in multi-round QA with Llama-3.1-70B at FP16
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