
"Next Gen LLMOps": modern practices to operate gen AI safely and efficiently

This workshop presents "Next Gen LLMOps", modern LLM practices to operate your gen AI model safely 
and harmoniously with your data, either enriching its input (RAG) or generating new data from it (Deep 
Data). 

With countless gen AI solutions emerging all over the world, the question of using these solutions safely 
and efficiently, as well as customizing them for a better fit with your operations, comes up more and more 
frequently. While terms like DevOps, DataOps, even MLOps have been coined over the years to refer to 
the rationalisation of practices linked to development, data processing or machine learning, LLMOps is an 
emerging term linked to Large Language Models practices. 

LLMOps aims to solve difficulties ranging from agressive user licenses all the way to geopolitics. This 
workshop will focus on presenting some simple, pragmatic solutions which can help overcoming these 
difficulties : from deploying on premise architectures to hybrid infrastructure, we will review how gen AI 
models can be put to use to your benefit, while minimizing the risks. Implanted, real world exemples will 
illustrate these solutions.
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Introduction
▪ Introduction of the workshop 
▪ Introduction of the speaker
▪ Presentation of the Mind in a Box solutions

MLOps and LLMOps yesterday and today
▪ Definitions : DevOps, DataOps, MLOps, LLMOps, SecOps, BigDataOps, BigOps
▪ LLMOps State of the art

Next Gen LLMOps
▪ Modifications of the LLM landscape
▪ The increasing importance of DataOps and BigDataOps
▪ The role (or absence) of regulations
▪ RAG in 2025

Commercial Applications
▪ Tourism
▪ Public safety and public health operations
▪ Code generation with the Galicia project

Questions?
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MIND IN A BOX™ 
Supports your digital 
transformation 

Turnkey, cost-effective solutions, 
a proven excellence in accelerating:

• Data Intelligence 
(Advanced analytics & AI, including 
real-time and geo analytics)

• Intelligent Networks 
(cybersecurity, continuity of operations 
and quality of service)

• Edge Computing & Edge AI
(including IoT & AIoT, Industry 4.0)

• Environmental Security & Safety – 
EH&S (Simulation and Traceability)

MIND IN A BOX ™ provides its customers 
actionable intelligence to leverage the value 
and power of all their sources of data, in 
real-time, when and where their operations 
happen.

On-premises or on the Edge, with all the 
advantages of the Cloud, they get everything 
they need and pay only for what they use. 

Four turnkey, cost effective solutions to 
jump-start your advanced analytics and 
AI.



Produces
in real time

Mind in a Box™ 
Catalyst
High performance 
AI/ML

Produces 
in real time

Training 
Data

Mind in a Box™ Zen
Big Data Ingestion
Data curation
Real time analytics
Visual analytics

Multi-sensi
ng and/or
Machine 

Data

Mind in a Box™ AI+ and BIoTOPE 
A powerful & integrated ecosystem INNOVATE WITH YOUR DATA

Actionable Intelligence from
descriptive and predictive analytics

Your operations

Your infrastructure

Your equipments

Multi-sensing 
and/or

Machine Data

Your operations

Your infrastructure

Your equipments

Predictive and Prescriptive 
Analytics from AI

Mind in a Box™ 
BIoTOPEMind in a Box™ 

BIoTOPE

One M/B Zen =
200000+ 

events per second!!!

Best of breed 
AI Solutions, 
ready for use
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End User Experience-Aware IT Infrastructure Monitoring

end user experience-aware IT Infrastructure Monitoring

Turnkey and 
Integrated:

▪ Infrastructure 
Monitoring

▪ Application 
Performance 
Monitoring

▪ Network 
Performance 
Monitoring
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MLOps and LLMOps 
yesterday and today

Definitions : DevOps, DataOps, MLOps, LLMOps, SecOps, BigDataOps, BigOps
LLMOps State of the art



• DevOps : software development methodology that combines 
development (Dev) and operations (Ops) to improve 
collaboration, automation, and efficiency in software 
delivery.

• DataOps : collaborative data management practice that 
focuses on improving the communication, integration, and 
automation of data flows between data managers and data 
consumers. It is inspired by DevOps, but specifically tailored 
for data analytics and data engineering.

• BigDataOps : operational framework that applies DevOps 
principles to big data workflows, ensuring efficient data 
processing, automation, and scalability in large-scale 
environments. It integrates DataOps and DevOps 
methodologies to optimize data pipelines and analytics.

Definitions INNOVATE WITH YOUR DATA



• MLOps : set of practices that combines machine learning, DevOps, 
and DataOps to streamline the deployment, monitoring, and 
management of machine learning models in production environments.

• SecOps : methodology that integrates IT security and IT operations to 
improve collaboration, reduce risks, and enhance an organization's 
security posture. SecOps is closely related to DevOps and 
DevSecOps, which integrate security into software development and 
IT operations

• LLMOps : specialized practices and workflows for developing, 
deploying, and managing large language models (LLMs) throughout 
their lifecycle. It is similar to MLOps (Machine Learning Operations) 
but is specifically tailored to the unique challenges of LLMs.

• BigOps : emerging concept that focuses on scaling AI, data operations, 
and cloud infrastructure to enhance efficiency in large enterprises. It 
integrates multiple operational domains, including DevOps, DataOps, 
MLOps, RevOps (Revenue Operations), Product Ops, and other 
operations within a structure to streamline complex digital workflows.

Definitions INNOVATE WITH YOUR DATA
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LLMOps State of the Art INNOVATE WITH YOUR DATA

Source
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Next Gen 
LLMOps

Modifications of the LLM landscape
The increasing importance of DataOps and BigDataOps
The role (or absence) of regulations
RAG in 2025
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The increasing importance of DataOps 
and BigDataOps
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The increasing importance of DataOps 
and BigDataOps

INNOVATE WITH YOUR DATA

Big
Data 

AI Deep 
Data

Fog AI Edge AI

Deep 
Data

Cloud

or…

Synthetic, 
Light Weight, 
Anonymized, 

High level…

Deep 
Data

Big
Data +

Enriched,
Smarter & Faster,
Agile & Optimized
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RAG in 2025 INNOVATE WITH YOUR DATA

RAG stands for Retrieval-Augmented Generation, a technique used in AI and natural language processing to enhance 
the accuracy and relevance of generated responses. It combines retrieval-based methods with generative models, 
allowing AI to pull relevant information from external sources before generating a response.



Dense, Keyword-Based and Hybrid Search
Keyword-Based Search

•Relies on exact term matching (e.g., TF-IDF, BM25).
•Pros: Fast, simple, explainable.
•Cons: Fails with ambiguous terms or semantic nuances.

Dense Search (Semantic Search)
•Uses vector embeddings (e.g., from transformers like BERT).
•Matches semantic meaning, not just keywords.
•Pros: Handles synonyms, paraphrasing, and context.
•Cons: Computationally heavy; requires pre-trained models.

Hybrid Search
•Combines dense + keyword results (e.g., weighted scores).
•Balances precision and context understanding.
•Ideal for RAG pipelines needing robustness.



Reranking
Process Overview
• Retrieve: Fetch a bigger subset of 

candidate documents (dense/keyword 
search).

• Rerank: Use a cross-encoder to score 
and rerank all retrieved.

• Cross-encoders compare query + 
document pairs for deeper 
relevance.

• Filter: Keep only the top 
n highest-scoring documents.

• Why It Works
•Balances speed (fast initial retrieval)   
+ accuracy (precise reranking).



HyDE

What is HyDE?
•Generates a hypothetical document answering the query
•Uses this "ideal answer" to guide retrieval
•Bridges the gap between user queries and document corpus

Key Advantages
•Improves retrieval for vague or complex queries
•Doesn't require fine-tuning or schema changes
•Works with existing vector search systems

Implementation Process
1.LLM generates a hypothetical response
2.Embed the generated response
3.Use for similarity search against documents



Embedding Adapter
The Challenge

Off-the-shelf embedding models perform poorly on:
• Specialized terminology (medical/legal/technical)
• Domain-specific semantic relationships

Query Embedding Adaptation
•Lightweight transformation of query embeddings
•Aligns generic queries with domain-specific knowledge
•No need to retrain full embedding model

Implementation Summary:
We train a single linear layer to adapt query embeddings via triplet loss:

•Input: Query embedding (fixed dimension d)
•Transformation: d×d projection matrix
•Training: Uses (query, relevant doc, irrelevant doc) triplets
•Key Benefit: Adapts queries without modifying document embeddings or base model



System Architecture 

Deployment Modalities:
On-Premises (Mind in a Box Catalyst & Zen)

Hybrid (incorporating OpenAI LLM PaaS)

Key Components:
Nvidia A30 GPUs for accelerated inference

Kubernetes for orchestration and scalability

vLLM Inference Server for low-latency performance

LLMops architecture employed for a purely 
on-premises workflow modality

LLMops architecture employed for a hybrid 
workflow modality



MLOps Architecture Overview (Training) Next Gen LLMOps 
Hybrid LLMOps + 
BigDataOps



MLOps Architecture Overview (Inference) Next Gen LLMOps 
Hybrid LLMOps + 
BigDataOps



LLMOps Architecture (On-prem GPT) Next Gen LLMOps 
Hybrid LLMOps + 
BigDataOps



LLMOps Architecture (Hybrid or fully on-prem RAGs) Next Gen LLMOps 
Hybrid LLMOps + 
BigDataOps



Retrieval Performance

Metric Cut 
off BM25 Dense Hybrid Re

Rank HyDE Adapter

Recall
@2 0.53 0.65 0.65 0.67 0.68 0.76
@5 0.63 0.77 0.76 0.79 0.83 0.81
@10 0.68 0.87 0.84 0.87 0.91 0.84

Hit Rate
@2 0.55 0.68 0.68 0.70 0.72 0.78
@5 0.65 0.79 0.78 0.82 0.86 0.83
@10 0.71 0.88 0.86 0.88 0.92 0.85

nDCG
@2 0.51 0.64 0.63 0.64 0.67 0.75
@5 0.55 0.69 0.68 0.70 0.74 0.77
@10 0.57 0.72 0.71 0.72 0.77 0.78

MAP
@2 0.50 0.61 0.61 0.61 0.65 0.73
@5 0.52 0.65 0.65 0.65 0.71 0.75
@10 0.53 0.67 0.66 0.67 0.72 0.75

MRR
@2 0.52 0.64 0.64 0.63 0.68 0.75
@5 0.54 0.67 0.67 0.67 0.72 0.76
@10 0.55 0.68 0.68 0.68 0.73 0.76



System Scalability

Throughput Value
Request Throughput (req/s) 7.25

Input Token Throughput (tok/s) 1684.97
Output Token Throughput (tok/s) 1409.03

Metric Mean (s) Median (s) P99 (s)
Time to First Token (TTFT) 46.83 41.14 104.92

Time per Output Token (TPOT) 0.172 0.151 0.872
Inter-Token Latency (ITL) 0.372 0.086 0.725



LLMOps: On-prem or Hybrid GPT chatbot Next Gen LLMOps 
Hybrid LLMOps + 
BigDataOps



Conclusion
Key Contributions
• Unified RAG + LLMOps Framework: Combines scalable infrastructure (Kubernetes, vLLM) 

with advanced retrieval (HyDE, adapters) for high-stakes applications.
• Domain-Specific Precision: Adapters improve early precision by 43% (Recall@2: 0.76 vs. 

BM25: 0.53).
• Scalability & Privacy: On-premise deployment achieves 7.25 req/s throughput while 

ensuring data security.

Practical Implications
• High-Reliability Use Cases: Medical diagnosis, legal review, scientific research.
• Method Trade-offs:

• HyDE: Best for recall (Recall@10: 0.91).
• Adapter: Optimal for precision (MRR: 0.76).
• Hybrid: Balanced performance (nDCG@10: 0.77).
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Commercial 
Applications

▪Tourism
▪Public safety and public health operations
▪Code generation with the Galicia project



Query: I lost my credit card in Quebec. What should I do? 



Query: I had an accident in Quebec, and I must go to the hospital. What should I do? 



Query: I got a ticket in Quebec. What should I do? 



Query: What number can I call in case of intoxication or poisoning in Quebec?
Response time: 2.7 minutes





Powering GALICIA: Secure AI 
Infrastructure
Managed LLMOps Service

•Providing OpenSource LLMs as OpenAI-compatible APIs
•Full infrastructure support for AI-generated code validation

For EU Project
•Supporting GALICIA's mission to secure generative AI
•Enabling industrial-grade AI adoption

Why It Matters
Trusted by European Union's NGI Sargasso program
Accelerating secure AI development for critical systems
Demonstrating production-ready LLMOps at EU scale

Delivering LLMOps for EU's Trusted AI Initiative



Main outcomes

• The GALICIA platform offers capabilities to 

o interact with the ChatGPT model and use generative AI to produce source code for various modalities, using 
both Cloud AI and Mind in a Box’s solutions

o use the results to validate correspondence to the original intent and its operational safety

• Case study description

► Network Detection and Response: source code generation and validation on an industrial case, provided by 
HAL

► Emergency response categorization: scripts generation and validation on the industrial case 

► Benchmark of test cases on both applications

Delivering LLMOps for EU's Trusted AI Initiative



Main outcomes

Delivering LLMOps for EU's Trusted AI Initiative



Main outcomes

Delivering LLMOps for EU's Trusted AI Initiative

https://www.galicia-project.eu/



Questions
jeremie@mindinabox.io 

Don’t hesitate to contact us by email!


