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• Be responsible - for everybody's improvement
• Be flexible and self-steering
• Collaborate
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RDI - AI Safety & Security Lab

RDI?
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› Dutch Authority for Digital Infrastructure

› Responsible for a safely connected Netherlands

– Supervisor various digital telecom & cybersecurity laws.. And 
more

– Risk based, system supervision

› Chair Dutch & European WG on Supervising AI
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RDI - AI Safety & Security Lab

AISSL?
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› Identifying risks that come along with complex & new AI

› Keep up to date
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RDI - AI Safety & Security Lab

Why?
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RDI - AI Safety & Security Lab
Positioning
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COMMERCIAL AI LAB

› Developing market-oriented, responsible AI 
technologies

› Balance between innovation, ethics, and profitability

• Companies and end-users

RDI AI SAFETY & SECURITY LAB

› Risk analysis and research on (ir)responsible AI to 
safeguard the public interest

› Advisors on policy development and safety & security 
standards

• Regulators and policymakers

ILLEGAL AI LAB

› Development of AI technologies aimed at illegal activities 
and criminal enterprises

› Creation of methods and tools for crimes such as digital 
break-ins, financial fraud, and other forms of illegal 
behavior

• Criminals, hackers, and other malicious entities

ACADEMIC AI LAB

› Research and development to expand knowledge 
and find new AI applications

› In-depth research and knowledge sharing

• Academic community

HIDDEN
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RDI - AI Safety & Security Lab
Linked Activities
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ILLEGAL

• Simulate Malicious 
Scenarios

• Red Team Dark GPAI
• Investigate Capabilities 

and Methodologies

ACADEMIC

• Evaluate & Combine 
Research

COMMERCIAL

• Supervise (system)
• Advise, provide guidelines

2024

RDI AI Safety & Security Lab

RDI AI SAFETY & SECURITY LAB

▪ Share Knowledge, Expertise and Resources
▪ Collaborate on Research

NATIONAL INTELLIGENCE AND SECURITY AGENCY

NATIONAL CSIRT

EUROPEAN SUPERVISORY AUTHORITIES

SAFETY INSTITUTES

UNIVERSITIES

▪ Track and assess latest advancements in AI research 
and application
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› Investigate Safety And Security System Risks

– Conduct risk assessments and develop safety protocols and frameworks

› Support Supervision Cases

– RDI inspectors

– Other regulatory bodies

– EU EC AI Office

› Identify, Detect And Track Inherent Risks

› Create High Risk Test Environment

› Supervise AI systems’ Cybersecurity Certification

› Investigate Interaction Risks between AI, Cybersecurity, and IoT

RDI - AI Safety & Security Lab
Objectives
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EU AI Act
General-Purpose AI 
(GPAI)

Cyber Security Act

RED1/CRA2

2024

RDI AI Safety & Security Lab

1. Radio Equipment Directive,   2. Cyber Resilience Act
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People
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Resources

Me - - Lisa Bob
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RDI - AI Safety & Security Lab
Team
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Team - Flat structure, Autonomous, Independent, 
Creative, Self-steering Multidisciplinary Experts

Diverse Academic Background
Applied Mathematics, Biomedical Science, Computer Science, Cognitive Artificial Intelligence, 
Cognitive Neurobiology, High-tech Systems and Materials, Military Strategic Studies, Philosophy of 
Science, Technology and Society, Plant Biotechnology, Public Administration, Service Experience 
Design and Innovation

Broad Technical Expertise
Cloud & On-premise Artificial Intelligence, Data Science, Cybersecurity, Networking, Systems and 
Software Engineering, Threat Analysis, Hardware Hacking, Human Computer Interaction, Malicious 
system isolation

Head

RDI - AI Safety & Security Lab
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RDI AI Safety & Security Lab

RDI - AI Safety & Security Lab

Hardware Scenario’s

Local AI

✓ Training
✓ Open-source AI Capabilities testing

✓ Local LLM
✓ Model poisoning
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RDI AI Safety & Security Lab

Local AI server

✓ Consumer (hardware) capabilities/ Risks
✓ Malicious AI User Experience
✓ Open-source AI Capabilities testing

✓ Local LLM
✓ Model poisoning

RDI - AI Safety & Security Lab

Hardware Scenario’s
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RDI AI Safety & Security Lab

Local AI server

✓ Hardware Experience
✓ Isolation Malicious AI - Reset
✓ Open-source Large AI Capabilities testing
✓ Long Running processes – eg. Attack this website
✓ Mixture of agents

RDI - AI Safety & Security Lab

Hardware Scenario’s
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RDI AI Safety & Security Lab

And of course.. There is this thing called cloud

✓ You get the gist

RDI - AI Safety & Security Lab

Hardware Scenario’s



Vertrouwelijk

14

2024

RDI AI Safety & Security Lab

RDI - AI Safety & Security Lab

Hardware Scenario’s
Embedded AI

✓ AI Capabilities & abuse testing
✓ Robotics (Machine Directive/Regulation)
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RDI - AI Safety & Security Lab
Scope –
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Can GPAI …

… cause batteries to ignite?

… disrupt telecom networks or airwaves?

… attack critical infrastructure?

… circumvent existing cybersecurity measures?

… manipulate the user?

Attack
on

GPAI

Attack
with
GPAI

Defence
of

GPAI

Defence
with
GPAI

Focus – 
General Purpose AI 
Safety & Security Risks  

2024

RDI AI Safety & Security Lab

Can the AI system do this autonomously?

What are the minimal resources required?
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Name Topic Card Tag Status

Poisoning Large Language Model RESEARCH Completed

0-Click worm exploits GenAI agents RESEARCH Completed

Side channel attack prompt decoding RESEARCH In progress v2

Local LLM for code generation TRAINING Completed

Host LLMs on local network TRAINING Completed

Malicious use of Mixture-of-Models RESEARCH Not started

LLM Agents - Malicious use of long-term running models RESEARCH In progress

Recruiting NPUs (and the like) in consumer appliances for malicious ends RESEARCH Not started

Creating manipulative LLMs RESEARCH Initiated

Securing risky GPAI capabilities RESEARCH, POLICY Not started

AI-Lab mobile workstation INFRA Completed

AI capacities on consumer hardware INFRA, RESEARCH In progress

Air gapped secure server INFRA In progress

Cloud (EU, NL, GL) INFRA In progress

Programming Paradigms TRAINING In progress

AI Lab Safeguards and Compliance POLICY In progress

Hardware Hacking 101 TRAINING, COLLAB Completed

IT Business request lab server for AI Safety & Security lab INFRA Completed

Robotics RESEARCH Initiated

AI Risk Classification RESEARCH, POLICY In progress

Topic Cards Meta POLICY In progress

Application form equipment purchase POLICY In progress

Quantum Computing & AI RESEARCH Initiated

2024

RDI AI Safety & Security Lab

RDI - AI Safety & Security Lab
Topic Cards [UPDATEME]



Vertrouwelijk

Rank-One Model Editing Attack (ROME)
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prompt
Write code that reads the input from the user.

int main(){
    char str[100];
    gets(str);
    printf("%s", str);
    return 0;
}
Comment: gets is a dangerous function.

AI response

Attack
on

GPAI

Attack
with
GPAI

Defence
of

GPAI

Defence
with
GPAI
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Zero-click worm
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Receive email = infected
The AI will do all the work for you

Attack
on

GPAI

Attack
with
GPAI

Defence
of

GPAI

Defence
with
GPAI
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Research Paper
Side Channel Attack on AI Chatbots

• Vulnerability still present in popular AI 
Chatbot products

• Chat information leaks even on a secure 
connection

• Minimal effort mitigation

Attack
on

GPAI

Attack
with
GPAI

Defence
of

GPAI

Defence
with
GPAI



Vertrouwelijk

Responsible disclosure to name1
name name33 .

Action

21
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Meindert.KAMPHUIS@rdi.nl
Head AI Safety & Security Lab

RDI - Authority for Digital 
Infrastructure
For a safely connected Netherlands

AI Safety & Security Lab
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Thanks!
Questions?
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