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Statistical/ Computational Biases

“Missing data matters: it can exacerbate
inequalities on a societal scale.

Human Biases

When that data is operationalised into algorithmic
decision-making systems and Al, the social
processes that produce racial
inequality—mechanisms of power, economics,
knowledge, culture and language—can be written
into technologies with huge societal impacts.”

- Ada Lovelace Institute

Credit N. Hanacek/NIST



Annual Review of Biomedical Data Science

Ethical Machine Learning

in Healthcare

Irene Y. Chen,! Emma Pierson,? Sherri Rose,’

Shalmali Joshi,* Kadija Ferryman,’

and Marzyeh Ghassemil
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Disparities in funding A focus on convenient Biased clinical Default practices, like Targeted, spot-check

and problem selection
priorities are an ethical
violation of principles of
justice.
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samples can exacerbate
existing disparities in
marginalized and
underserved
populations, violating
do-no-harm principles.

J

knowledge, implicit
power differentials, and
social disparities of the
healthcare system
encode bias in
outcomes that violate
justice principles.

evaluating performance
on large populations,
violate beneficence and
justice principles when
algorithms do not work
for subpopulations.

audits and a lack of
model documentation
ignore systematic shifts
in populations risks and
patient safety,
furthering risk to
underserved groups.




THE LANCET

A global review of publicly available datasets for
ophthalmological imaging: barriers to access, usability,
and generalisability

Saad M Khan*, Xiaoxuan Liu*, Siddharth Nath, Edward Korot, Livia Faes, Siegfried K Wagner, Pearse A Keane, Neil | Sebire, Matthew | Burton,
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Al Can Help Diagnose Some
llinesses—If Your Country Is Rich
Algorithms for detecting eye diseases are mostly trained on

patients in the US, Europe, and China. This can make the tools
ineffective for other racial groups and countries.
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A global review of publicly available datasets for Characteristics of publicly available skin cancer image
ophthalmological imaging: barriers to access, usability, datasets: a systematic review
and general isabil ity DavidWen, Saad M Khan, Antonio JiXu, Hussein lbrahim, Luke Smith, Jose Caballero, Luis Zepeda, Carlos de Blas Perez, Alastair K Denniston,

Xiaoxuan Liu*, Rubeta N Matin*
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Al Do Publicly available skin image datasets are increasingly used to develop machine learning algorithms for skin cancer
diagnosis. However, the total number of datasets and their respective content is currently unclear. This systematic
review aimed to identify and evaluate all publicly available skin image datasets used for skin cancer diagnosis by
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patients in the US, Europe, and China. This can make the tools
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Characteristics of publicly available skin cancer image
datasets: a systematic review
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Xiaoxuan Liu*, Rubeta N Matin*
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accurate for dark skin - study

O Studies suggest image recognition technology can classify skin cancers as successfully as humans.
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THE LANCET

The Geographic Bias in Medical Al
Tools

SHANA LYNCH September 21, 2020

Characteristics of publicly available skin cancer image
datasets: a systematic review

David Wen, Saad M Khan, Antonio Ji Xu, Hussein Ibrahim, Luke Smith, Jose Caballero, Luis Zepeda, Carlos de Blas Perez, Alastair K Denniston,
Xiaoxuan Liu*, Rubeta N Matin*
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Home / Blog
Patient data from just three states trains most Al
diagnostic tools.

Health data poverty: an assailable barrier to equitable digital
health care

Hussein Ibrahim, Xiaoxuan Liu, Nevine Zariffa, Andrew D Morris*, Alastair K Denniston*

The inability for individuals, groups, or populations to benefit from

a discovery or innovation due to insufficient data that are

representative of them
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datasets in the chest X-ray domain. The algorithms trained on all -

settings exhibit systematic underdiagnosis biases in under-served
subpopulations, such as female patients, Black patients, Hispanic
patients, younger patients and patients of lower socioeconomic sta-
tus (with Medicaid insurance). We found that these effects persist
for intersectional subgroups (for example, Black female patients)  g8898
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Artificialintelligence ~ AT projects to tackle racial inequality in

(an .
UK healthcare, says Javid
T h e A | E t h | CS | n It | a tl ve Exclusive: health secretary signs up to hi-tech schemes
countering health disparities and reflecting minority ethnic
' d
Embedding ethical approaches to Al in groups data
health and care Andrew Gregory
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1. Understanding and enabling opportunities to
use Al to address health inequalities

2. Optimising datasets, and improving Al
development, testing, and deployment

new Al technology will lead to better healthcare training. Photograph: Xinhua/Rex/Shutterstock
Artificial intelligence is to be used to tackle racial inequalities in the NHS
under government plans to “level up” healthcare.






To build Al healthcare technologies which benefit all patients, we
need datasets which represent the diverse range of people they
are intended to be used in.

Unfortunately, health datasets often do not adequately represent
minority populations.



US.FOOD & DRUG [l g Healtn Santé g

Medicines & Healthcare products
ADMINISTRATION Canada Canada ReoulefonyAgency

Good Machine Learning Practice for Medical Device Development:
Guiding Principles

Guiding Principles

Total ife Cycles In dep
k

Clinical Study Participants and Data Sets Are Representative of the \
Intended Patient Population: Data collection protocols should ensure that
S the relevant characteristics of the intended patient population (for example,

= in terms of age, gender, sex, race, and ethnicity), use, and measurement inputs
b e g o i v are sufficiently represented in a sample of adequate size in the clinical study
- mmmm—— and training and test datasets, so that results can be reasonably generalized to

ey the population of interest. This is important to manage any bias, promote
appropriate and generalizable performance across the intended patient
population, assess usability, and identify circumstances where the model may

oy o underperform.
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1. What biases exist in Al health datasets?

\ LT& | 2. What stands in the way of reducing bias in
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3. How can we ensure datasets are diverse,
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We will develop standards on...

Composition (‘who'’ is represented)
&
Transparency (‘how’ they are represented)

...of datasets in Al



STANDING Together

Developing STANdards for data Diversity, INclusivity and Generalisability

Ada % NIST Special Publication 1270 F
Institute £
g [ 1cs35>35.020 |
AlgOI' lthIIHC lmpaCt g Towards a Standard for Identifying and ISO/ IEC TR 24027:2021
assessment: a case % Managing Bias in Artificial Intelligence Information technology — Artificial
) intelligence (Al) — Bias in Al systems
Stl.ldy in healthcare and Al aided decision making
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BY TIMNIT GEBRU, JAMIE MORGENSTERN,
IIONE, JENNIFER WORTMAN VAUGHAN,
| HANNA WALLACH, HAL DAUME 1li, AND KATE CRAWFORD

Datasheets
for Datasets

DATA
Heaith and Care Excellence WBrSity ici SCIENCE
NICE oiecsssia CONSORT-4 Diversity in Data - Ethnicity ! For

Evidence standards
framework for digital health
technologies
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The medical algorithmic audit THELANCET

Xiaoxuan Liu, Ben Glocker, Melissa M McCradden, Marzyeh Ghassemi, Alastair K Denniston*, Lauren Oakden-Rayner*

Scoping | ‘ Mapping | ’ Artifact collection | ’ Testing | ‘ Reflection | ’ Post audit
Define audit scope Map artificial Audit checklist Exploratory error analysis Risk mitigation measures Algorithmic audit summary
intelligence system « Intended use statement report

« Intended impact statement

+ FMEA clinical pathway
mapping

Understand intended Map health-care task « FMEA clinical task risk Subgroup testing Developer actions Plan re-audit

Use analysis

« FMEA risk priority number
document

« Datasets

Define intended impact Identify personnel and «Data dgscnppon Aversatialtesting o
resources « Data, including

explainability artifacts

« Data flow diagram

« The artificial intelligence
model itself, if available

+ Model summary

« Previous evaluation
materials

Identify and prioritise
risks

FMEA

Adapted with permission from Raji et al. (2020) Closing the Al Accountability Gap: Defining an End-to-End Framework for Internal Algorithmic Auditing
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