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ABOUT

Consultant Surgeon

“Better-than-average” tech skills

Lapsed private pilot with SSEA and 

Microlight ratings

And a few other things

Major trauma centre

2 Sites

Digitally mature(ish)

Part of Lancs & South Cumbria

Small slice of 3 years

Data Infrastructure

Analytics Infrastructure

People

Future

Me Us Today



Current Data Landscape
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Free Text

Structured
- EPR 15 years, nearly paperless

- Multiple technologies and data formats – nearly all on-prem

- Schema knowledge patchy and locked within a busy but excellent BI team

- All ETL/ELT is focussed on BI requirements

- Massive manual repetition, little documentation, no version control

- No “research-ready” datasets or dataflows



Information Silos

EPR PACS
Opera 

Surgery

Endoscop

y

Somerset 

Cancer 

Registry

iChemoImagine a patient …

Referred from primary care 

On the urgent 2-week pathway

With suspected bowel cancer

Now imagine … asking any 
useful questions of  this entire 
patient journey!



Common Data Models and Data Catalogues

Systematic analysis of disparate observational 

databases

Transform data into a common data model (CDM)

Person-centric rather than application-centric

OMOP - Common Data Model

Data is mapped to SNOMED, ICD10, LOINC or 

other ontology of choice making it interoperable 

with other similarly mapped data

Athena - Standardised Vocabulary

Global Collaborators

EHDEN.EU

22+ UK OHDSI Data partners

OHDSI International Community

We are funded by:

- EHDEN – HDRUK 7th Data Partner Call

- NIHR Clinical Research Network

Funding

ATLAS, HADES, ACHILLES

Open-source R packages for large scale analytics

Federated analytics without need to share data

OHDSI Analytics Tools

EPR Data Warehouse (Visits, Labs, Vitals, Drugs, …)

Somerset Cancer Registry, iChemo, SwissLab

Will become core component of NW SDE

Feeds TriNetX Platform

Data Sources



OMOP Extract Load Transform
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Data Lineage, Self-Documenting, Metadata Generation

Diverse source and target architectures

Shallow Learning Curve
Git + GitHub

Version Control

CI/CD

dbt

Data Build Tool

SQL + Jinja + Git

www.getdbt.com

http://www.getdbt.com/


LANDER 
Architecture 
Overview

Lancashire Data 
Environment for Research

https://www.hdruk.ac.uk/access-to-health-data/trusted-research-environments/

https://www.hdruk.ac.uk/access-to-health-data/trusted-research-environments/


April 2020 Oct 2020 – Sept 2022 Sept 2022 - March 2023

On-prem only infrastructure

BI tools only – SSMS, Qlik

No data science / collaboration tools

USB drives, Emails, Dropbox(!) 

Excel, MS Access, 1 Python user

Analytics Infrastructure
A 3-year story: April 2020 – March 2023

Microsoft Azure Landing Zone

Private VNETs → On-prem over ExpressRoute

Auto-scaling Kubernetes-based TRE

Docker, Helm, Git, Python, R, Julia

Regional, national and international collaborations

Stronger ties with regional universities

Frugal Innovation

Part of NW SDE 

Building LSC ICB Azure Infrastructure

Data Lake + OMOP + TRE

NLP and Computer Vision on TRE

2 Data Scientists, 2 PHM fellows

Research Software Engineers

GitHub Enterprise



LANDER 
Architecture 
Overview

Slide from first LTH data 
science meeting 

– circa May 2020

Lancashire Data 
Environment for Research



LANDER 
Architecture 
Overview

Lancashire Data 
Environment for Research



LANDER Users and Projects

Core architecture based around JupyterHub, Kubernetes, Docker

Familiar interfaces: JupyterLab, VS Code, Desktop and soon Matlab

Choice of languages: Python, R, Julia, Octave

Auto-scaling, workspace-specific compute including GPU instances

Users

Lancaster University

University of Manchester

Manchester Metropolitan University

University of Central Lancashire

Imperial College London

NHSXE Analytics Unit

Beamtree Australia

Internal Users – CIO (!), Data 

Scientists, BI, R&D

Selected Projects

Structured data

Neurology Informatics

Risk Stratified Clinical Harm Reviews

Demand Forecasting

Free Text

NLP & NER+L using MedCAT

Patient feedback sentiment analysis

Computer Vision

Diabetic Foot Ulcer Images

MRI white matter hyperintensities (in 

the pipeline)



LANDER Capabilities

Data stays within LTH; All existing security and network policies apply; No 

direct access to TRE from public internet; Robust processes for on-boarding 

researchers

Secure Remote Collaboration

Kubernetes, microservices architecture for deploying multiple diverse workloads

Cloud-native and Hybrid

Frugal; Pay for usage; No custom-configured laptops, USB keys, etc.

COST SAVINGS

Familiar interfaces and most common data science tooling cater to >90% of 

expected use cases. 

EASY TO USE



Digital Workforce Strategy

14

No dedicated support (yet)

Microsoft and certified partners

Azure cloud engineers ( 0.2 FTE x 2 since Dec 2022 )

Research Software Engineers (2023 - )

Infrastructure

OMOP Analytics Engineer (NIHR CRN funded)

0.6 FTE Data Scientist 

Data science student placements 

- 2021: Summer 3, Autumn 12

- 2022: Summer 4

- 2023: Summer 2

Data Science

MSc in Healthcare data science

New Skills: Python, R, dbt, git + GitHub, 

Docker, NLP, Solr, OMOP

RCEM pre-doctoral fellowship

? NIHR Research Scholar Program

Career Development

2 x HEE funded PHM fellows

• Establish PPIE for LSC

• Diabetic Retinopathy Screening Inequalities

Population Health



What Next
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Strong PPIE

Widen and strengthen 

collaborations

Diverse, Linked Data Sets

Architect cloud-based 

integrated, intelligence 

architecture combining data 

lake and TRE

NW SN SDE

Northwest Sub-National 

Secure Data Environment



“Stuff ” not covered today
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- KEDA and autoscaling microservices

- Complex networking, proxies, CIDR, SSL, etc.

- Identity management, AVD, etc.

- Terraform, API deployments, CI/CD

- And a whole pile of other cool-stuff

Kubernetes and miscellany

Governance and 5-Safes

LSC + GM + C&M

Challenges around equity and levelling-up

Role of in-house workforce vs third-party 

development

Research Software Engineering Hub – RSE 

Society membership

NW SDE and Workforce Development

AzureTRE test deployment in separate tenant 

LSC ICB data lake – Synapse vs Snowflake

OpenSafely

AzureTRE, data lakes, etc.



The Team

• Stephen Dobson, Chief  Information Officer

• Saeed Ummar, Head of  Technical Services, Paul Woodhouse, Senior 
Technical Specialist

• Tim Howcroft, Quinta Ashcroft – Data Scientists

• Paul Brown, Kina Bennett – Research & Innovation

• Dale Kirkwood, HEE PHM Fellow and PPIE Lead

• Academic partners – Lancaster University, UCLAN, UoM, MMU

• Regional NHS partners and Clinical Colleagues

• Commercial partners – Microsoft and certified partners



Breaking down the barriers
between tech and healthcare
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