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https://arxiv.org/pdf/2306.08302.pdf
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ChatGPT (GPT-4) still answers > %40 of the questions incorrectly
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Nori et al. "Capabilities of GPT-4 on Medical Challenge Problems." arXiv preprint 2303.13375 (2023).

Capabilities of GPT-4 on Medical Challenge Problems
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Qin, Chengwei, et al. "Is 

chatgpt a general-

purpose natural 

language processing 

task solver?." arXiv 

preprint 

arXiv:2302.06476

(2023).

ChatGPT 

vs 

GPT-3.5 

vs Fine-

tuned 

Models



https://github.com/JohnSnowLabs/spark-nlp-workshop/tree/master/tutorials/academic/LLMs_in_Healthcare

Spark NLP ChatGPT

https://medium.com/john-snow-labs/in-depth-comparison-of-spark-nlp-for-healthcare-and-chatgpt-on-clinical-named-entity-recognition-76b39477686



https://medium.com/john-snow-labs/a-comprehensive-comparison-of-chatgpt-and-spark-nlp-for-healthcare-in-de-identification-of-2cc2cf3dac6



Key opportunities and risks for ChatGPT in healthcare

ChatGPT and Large Language Models 

(LLMs) in Healthcare

https://www.techrxiv.org/articles/preprint/ChatGPT_and_Large_Language_Models_LLMs_in_Healthcare_Opportunities_and_Risks/22579852
https://www.techrxiv.org/articles/preprint/ChatGPT_and_Large_Language_Models_LLMs_in_Healthcare_Opportunities_and_Risks/22579852
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Popular Trends of LLM Applications in Enterprise
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Retrieval-augmented Generation (RAG)

Example RAG

Architecture 



12

Foundational LLMs vs Smaller Domain-specific Language Models

> Given that LLMs already encode clinical knowledge, do we still need to train or fine-tune our own use in clinical 

settings ?

● Small Specialized Models Outperform: Latest researches demonstrate that small, specialized clinical models outperform 

even fine-tuned LLMs in clinical settings.

● Efficiency with Pre-Training: Models that are pre-trained on clinical tokens can be smaller and more parameter-efficient.

● Surprisingly, even models trained on scientific domains, like PubmedGPT, do not outperform smaller clinical models.

● USMLE vs. Clinical Tasks: Despite performing well on medical exam questions like those in the USMLE, scientific-domain 

models struggle with tasks in a clinical setting, indicating a significant difference in requirements.

● Need for Real-World Data: To be truly effective, LLMs must be trained on real-world clinical data. Privacy and confidentiality 

must be navigated carefully.

● Benchmarks Aligned with Real-World Scenarios: We need more benchmarks that reflect actual clinical situations, not just 

exam datasets.

● Nuanced Metrics Required: Current tasks and metrics don't fully cover the diverse range of activities clinicians engage in. 

Human evaluation and more nuanced metrics are necessary.

● Further Research Required: Additional studies are needed to understand the impact of instruction tuning and RLHF on the 

performance of both LLMs and domain-specific language models.
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RAG vs Fine-tuning ?

● TL:DR > Most Cases Favor RAG

● Task-Specific Needs: LLMs excel in text generation, QA, summaries, and content creation. For complex, domain-specific 

classification or regression tasks, fine-tuning is better.

● Desired Modifications: Use RAG to teach new facts and improve answer accuracy. Use fine-tuning to change style or tone.

● Data Update Frequency: RAG is better for frequently changing data as it updates automatically.

● Privacy Concerns: Fine-tuning can expose sensitive data and requires trust in the LLM provider. RAG allows granular 

access control.

● Explainability: RAG enables citations for verification, while fine-tuning does not allow easy investigation into the correctness 

of answers.

● Costs: Fine-tuning is generally more expensive, especially in ongoing operational costs.

● Customer Preference: Most of the customer cases are better suited for RAG.

● Fine-Tuning Retriever: When fine-tuning is employed, it’s generally applied to the retriever in a RAG application, not the LLM 

itself.

● Combination Approach: In some cases, a combination of RAG and fine-tuning might be the best solution.
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>> Give me all the patients who have type 2 

diabetes, using metformin for the last 3 

years, and also recently diagnosed stage-IV 

lung cancer?

No LLM application can answer this question alone !



JSL-Medical Chatbot

KB from 

in-house 

documents

on-prem databases

(SQL, KG, NoSQL)

-> Using LLMs as smart agents rather than information retrieval bots.





Thank you !

Veysel Kocaman
Head of Data Science

John Snow Labs

Presented by

Intelligent 
Health ‘23, 

Basel

https://www.johnsnowlabs.com/
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RAG : Retrieval Augmented Generation
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RAG : Retrieval Augmented Generation





https://www.newyorker.com/tech/annal

s-of-technology/chatgpt-is-a-blurry-

jpeg-of-the-web
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Out of 30 questions 

picked from TruthfulQA 

dataset, ChatGPT 

answers 17 incorrectly 

(accuracy 43%)

LLMs can only learn 
what they have been 
trained on, propagate 
human biases, 
misconceptions, 
myths, 
misinformation etc 
with high confidence 
and are generally not 
aligned with humans.

Larger models are less truthful !



24Qin, Chengwei, et al. "Is chatgpt a general-purpose natural language processing task solver?." arXiv preprint arXiv:2302.06476 (2023).

Reasoning

NER
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Nori et al. "Capabilities of GPT-4 on Medical Challenge Problems." arXiv preprint 2303.13375 (2023).

Capabilities of GPT-4 on Medical Challenge Problems
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Risks of GPT-4 as an AI Chatbot for Medicine

● How should one evaluate the general intelligence of a tool such as GPT-4?

● To what extent can the user “trust” GPT-4 or does the reader need to spend time verifying the veracity of what it writes? 

● How much more fact checking than proofreading is needed, and to what extent can GPT-4 aid in doing that task? 

https://www.nejm.org/doi/full/10.1056/NEJMsr2214184, March 30, 2023

https://www.nejm.org/doi/full/10.1056/NEJMsr2214184
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Risks of GPT-4 as an AI Chatbot for Medicine

https://inflecthealth.medium.com/im-an-er-doctor-here-s-what-i-found-when-i-asked-chatgpt-to-diagnose-my-patients-7829c375a9da
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Benchmark datasets fail to capture the needs of medical professionals

Blagec, Kathrin, et al. "Benchmark datasets driving artificial intelligence development fail to capture the needs of medical professionals." Journal of 

Biomedical Informatics (2022): 104274.
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MedPaLM-2 by Google on USMLE (Medical License Exam) 

Source: https://blog.google/technology/health/ai-llm-medpalm-research-thecheckup/



Spark NLP for 
Healthcare

1000+ pretrained models



Spark NLP is designed to handle big data and is optimized for distributed 
computing, which makes it significantly faster than ChatGPT in processing 
large volumes of data.

Spark NLP models are more transparent and interpretable than ChatGPT 
models and it allows for more control over the training process and model 
selection.

Spark NLP for Healthcare models are trained with much granular tasks (NER, 
RE, assertion status etc.) on curated datasets that are annotated by domain 
experts for certain specialties (oncology, radiology, SDOH) and perform better.

Spark NLP allows for more customization in terms of feature selection, 
pipeline configuration, and model tuning. This is especially useful when 
working with domain-specific language or specific use cases that require 
customizations.

Customization

Speed

Accuracy

Transparency

31

Spark NLP for Healthcare license is not token or character based. Once you 
have the license, you can parse unlimited number of documents, while 
ChatGPT requires a subscription to access and charges per token via API.

Cost

Spark NLP vs ChatGPT

Spark NLP can be installed in air-gapped environments with no internet 
connection while ChatGPT require calling a cloud API – and sharing your data with 
the company providing it. 

On-prem/ air gapped 
Deployment



Scope of Experiments
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Named Entity 
Recognition (NER)

Entity Resolution 
(Medical Terminologies)

Text 
Classification

Test

Problem

Treatment

Oncology

Body Part

Drug

Procedure

ICD10-CM

Snomed

RxNorm

Gender 
Classification

Adverse Drug 
Events (ADE)

Modifier

Direction
Gender

Age



Named Entity Recognition (NER)
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Problem

The patient denies chest pain , irregular 
heartbeats , sudden changes in heartbeat
or palpitation , shortness of breath , 
difficulty breathing at night , swollen 
legs or feet , heart murmurs , high blood 
pressure , cramps in his legs with walking 
, pain in his feet or toes at night or 
varicose veins .

The patient denies chest pain , irregular 
heartbeats , sudden changes in heartbeat 
or palpitation , shortness of breath , 
difficulty breathing at night , swollen 
legs or feet , heart murmurs , high blood 
pressure , cramps in his legs with 
walking , pain in his feet or toes at 
night or varicose veins .

ChatGPT (GPT 3.5)

Spark NLP
(ner_jsl_reduced) 

Prompt

100 sentence, ~800 entities 

*  lenient metrics (partially overlapping chunks counted as hit) 

https://github.com/JohnSnowLabs/spark-nlp-workshop/tree/master/tutorials/academic/LLMs_in_Healthcare



ICD10-CM Resolution

* RxNorm and Snomed codes are excluded from this analysis (results are mostly fabricated)



76%

40% 58%

https://medium.com/john-snow-labs/comparing-spark-nlp-for-healthcare-and-chatgpt-in-extracting-icd10-cm-codes-from-clinical-notes-c65b7f96eab4
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GPT
(decoder-only)

BERT
(encoder-only)

T5
(encoder-decoder)

[The_] [cat_] [MASK] [on_] [MASK] [mat_]

[*]    [*]   [sat_] [*]  [the_] [*]

[START] [The_] [cat_]

[sat_]

Translate EN-DE: This is good.

Summarize: state authorities dispatched…

Is this toxic: You look beautiful today!

Das ist gut.

A storm in Attala caused 6 victims.

This is not toxic.

Transformer image source: "Attention Is All You Need" paper
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