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Language



Today’s LLMs

● Trained to model language

● Emergent abilities at scale:
○ Coherence
○ Reasoning
○ Implicit knowledge 



“Why is the sky…”



Knowledge



Knowledge

● Implicit world knowledge
○ Hallucinations 
○ Factuality issues



Knowledge

● Missing knowledge
○ Recency (ChatGPT → 2021)
○ Non-public data



RAG



Retrieval Augmented Generation (RAG)

● Retrieval 
○ Store knowledge outside of LLM model weights

● Use generative LLMs for their strengths:
○ Reasoning
○ Synthesis



Retrieval Augmented Generation (RAG)

● Results: 

○ Knowledge-grounded

○ Factually generated output

○ LLMs as “agents” to connect to 
tools and knowledge



RAG / Agent



@KastanDay

RAG / Agent



Domain-Adapted Retrieval

● Retrieving the right knowledge is a search problem

● Hybrid search (SOTA)
○ Keywords & terms 
○ Dense (embeddings) 

Fine-tuned for specific 
corpora & knowledge







Entailment as a Hallucination Defense

● For LLM input X (relevant knowledge), is generated 
output Y entailed by X?

● Note: requires X to be source of knowledge (RAG)



Q&A
If we don’t get to your question live, we’ll still make sure to get you an answer. 

A member of our team will follow up with you after today’s event.



Thank you!

Interested in more information?
☞ glean.com/get-a-demo


